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Learning	Goals
• Understand	and	describe	how	can	a	directed	graph	
represent	probability	distributions
• Understand	and	describe	the	(semi-)graphoid
axioms	that	govern	conditional	independence
• Understand	and	identify	d-separation
• Understand	and	describe	Markov	condition	and	
faithfulness	assumption;	Understand	why	they	are	
relevant
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Representation	by	d-separation
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Representation	and	Inference
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Structure	Learning
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Faithfulness	Assumption	(about	
the	Population)
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Self-Evaluation	Problem	I
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Self-Evaluation	Problem	II
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1. Write	down	the	factorization	of	
the	probability	distributions	this	
DAG	can	represent.

2. Prove	X	and	𝑍" are	independent



Reading

• Chapter	1.2,	Pearl’s	causality	book
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